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Overview

● Motivation

● Work Aim and Objectives

● Background research on Large Language Models (LLMs) to control robot

● My Architecture for using LLM to control Robot

● Some Experiments in using the technology

● Next Steps .. 

● Future Career Ambitions 2



Motivation - Evaluation of HealthCare Robots for Old Adults
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Motivation - Use Case Scenario
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Cara, 87 years old, Ireland
“I am looking for technologies to help me to be more independent, and they can understand me.”

● Retired, Ex-kindergarten teacher
● Widowed, 1 son died 3 years ago , 3 grandchildren
● Suffers from osteoarthritis.
● Suffer from lung cancer.
● Suffer from visual impairment.

Cara, 87 years old, used to work in kindergarten as a teacher. Her husband died 15 years ago
and her son died 3 years ago. Her grandchildren working overseas, so she do not see them that
much.
Cara has a lung cancer and she is under medications.
Cara wears glasses to correct her visual impairment. Unfortunately, she always forget them after
bath, waking-up, etc. She usually spend times looking for her glasses, key, etc.
What she would like is a personal assistant robot that can interact with similar to the interactions
between humans. She would like the robot to understand her spoken language and allocate to
her missing glasses or a missing key, etc. She would like the robot to trailer educational and
training interventions, to personalised to her self-management needs.



Work Aim and Objectives

• Using LLM for effective interaction between
people and Personal Assistant Robots
(PARs).

• Understand and execute user commands for a
domestic robot adapting to:

• what the robot can/can’t do.

• what the robot can/can’t sense.
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Background

● Principles  in using LLMs to Control Robots.

● How to Describe an Environment using Spatial AI

● SOTA: SayCan

● Limitations in SayCan

● SayPlan
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Background - Large language models (LLMs) for Robotics

● Large language models can encode a wealth of semantic knowledge about the
world.

There is no 

Vacuum Cleaner
● A significant weakness of language

models is that they lack real-world
experience, which makes it difficult
to leverage them for decision
making within a given robot’s
capabilities. 7



How to Describe an Environment using Spatial AI

Localization

Mapping

Semantics

Level 4: Scene-Graph: How is the world organized? 

Level 2: Mapping: Where are the objects around 

me?

Level 1: Localization: Where am I?

Scene-Graph

Level 3: Semantics: What are the objects around 

me?
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SOTA
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● SayCan: Grounding 
Language in Robotic 
Affordances



SayCan: Grounding Language in Robotic Affordances
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http://www.youtube.com/watch?v=ysFav0b472w


Background - Limitations in SayCan

● The robot is equipped with a repertoire of learned 
skills =>  specific responses. 

● It does not adapt to
● new environments, or 
● different robot’s capabilities.

● Go to: It is assumed the location of objects are known
=> these are specified as “go to location” and “find 
object”.

● The planning does not taking into account 
Spatial AI and semantic maps in real world (different 
rooms, etc). 11



ROSGPT (Connecting ChatGPT with Robotics Operating System (ROS))
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ROSGPT (Connecting ChatGPT with Robotics Operating System (ROS))
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What is missing in ROSGPT?

Scene Description 

Robot Actions Description 
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Research Question

LLMs
Visual Environment

(Object Recognition + 

Semantic Map)

Robot’s Capabilities

(Set of Actions, etc.)

Conditioning LLMs with Visual Scenes

& Robot’s Capabilities
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● How to Condition LLMs 
with Visual Scenes and 
Robot’s Capabilities?



Prompt Engineering for Robotics

Task Description 

Context

(Scene Description + Robot’s Action)

Input Data
(User’s Unstructured Instruction)

Output
(Structured Commands for the Robot)

LLM
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Robot Actions Description 

Bring me a 

(cup of) coffee

LLM (Converting the abstract instruction to sub-tasks based on robot’s capabilities in this environment)

Text (abstract instruction)

Text 

(context for the prompt)

Json file 

(context for the prompt)

Text (ordered list of sub-tasks (Structured Commands for the Robot))

Planner (VLN, etc)

Path Planning

Parameters (Linear velocity, Angular velocity, Angle, Distance, etc)

Actions (Go to Goal, Move, Rotate, etc)

Task Description Context
(Scene Description + Robot’s Action)

Input Data
(User’s Unstructured Instruction)

Prompt

3D Scene GraphUser Instruction
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SOTA
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● SayPlan: Grounding 
Large Language 
Models using 3D 
Scene Graphs for 
Scalable Robot 
Task Planning



SayPlan: Grounding Large Language Models using 3D 
Scene Graphs for Scalable Robot Task Planning
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http://www.youtube.com/watch?v=3aMgpqnD2RY


Plan 

✓ Control the Robot in Isaac Sim using Keyboard 

✓ ROSGPT (Connecting ChatGPT with Robotics Operating System (ROS))

✓ Control the Robot in Isaac Sim using ChatGPT

✓ Get Information about the Scene (Classes, Locations, etc) from the simulator.
Prompt Engineering (Chain-of-thoughts, etc).

Navigate to the Goal.
Return back to the starting location.
Evaluate for a hierarchically organised of an environment. 

❏ Test and Evaluate on 3D Scene Graphs that capture a rich topological and hierarchically 

organised semantic graph representation of an environment

❏ Develop and Test with another robot that has different affordances (has manipulator ex: PAL 

Tiago)  and report how using the prompt engineering adapt the sub-tasks based on the robots’ 

capabilities
20



Control the Robot in Isaac Sim using ChatGPT

● Rotate 60 degree in 
clockwise direction at 
5 degrees per second.

● Move forward for 2 
meters at a speed of 1 
meter per second.

● Move backward 2 
meters.
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http://drive.google.com/file/d/1o4ypq0VhobFx-ieDzbPBa60ib7PQwujO/view


Prompt Engineering - Chain-of-Thought

22
Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in Neural Information Processing Systems

35 (2022): 24824-24837.
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Expected the robot 
has  an arm
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Forgot to 
consider the 

robot
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Gantt Chart
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Activites

● Co-Organised Workshop on Context Representation in User Modeling

● Teaching Programming for Digital Media Lab.
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Future Career Ambitions

● Working for some years in company 

○ to gain experience 

○ and to have some saving for my next step.

● After some years Launch a startup 

○ Focusing on software development rather than hardware.
35



Thank You For Listening!
zaalh@tcd.ie
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