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Background

Aim and Objectives

» In the EU, the old-age dependency ratio ( =65 ) Aim: To enhance communication and To achieve the aim and objectives the following will be implemented:
s projected to grow from 29.6% in 2016 tc1)55tq 624% interaction capabilities between the robot

in 2070 [1] ' ' and human within the home environment, = Using pre-trained LLMs to analyze the end-user instructions and

thereby supporting older adults to better convert them into structured low-level commands that the robot

= |n ageing societies, the demand for long-term care

will increase while there will be shortages in labor ageing in place. Tho achieve this, the can understand and execute
to meet this demand [2] research will address the following
objectives: = Evaluate the ability of the robot to adapt to the changes in the

= Recent studies indicate evidence that robotic
iInterventions could support “ageing in place” [3]

= Natural language interaction with robots is
challenging, especially when translating high-level
abstract instructions to the robot’s capabilities

= Previous approaches vary from a set of
predetermined instructions to explicit instructions
such as Vision-and-Language Navigation.
Recently, others have used a set of skills that the
robot can perform and use LLMs to select from
this set of skills [4]

= |LLMs can encode an extensive of semantic
knowledge about the world

= Asignificant weakness of LLMs is that they lack

environment to perform the user instructions
1. Improve the robot’s ability to understand
and execute user verbal commands, = Evaluation via NVIDIA Isaac Sim
utilizing extracted information from the
environment and the robot’s capabillities.
1) what the robot can/can’t do
2) what the robot can/can’t sense

Visual Environment

(Object Recognition + Semantic Map)

2. Understand the role of LLMs in facilitating
the objective

3. To demonstrate the outputs using a
simulated environment.

Robot’s Capabilities

(Set of Actions, etc.)
Conditioning LLMs

real-world experience, which makes it difficult to b Visiial Soeries
leverage them for decision-making within a given & Robot's Capabilities
robot’s capabilities Fig 1. Conditioning LLMs with Visual Scenes & Robot's Capabilities
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LLMs to Control Robots LLMs can effectively be
used to convert abstract, .| ROBOT
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Fig 4. The Proposed Architecture for Using LLMs to Control the Robot in Isaac Sim

How is the world organized?

Level 3 Semantics _Impact

About Me (=] s o]

What are the objects around me? = Parse abstract language instructions | = Master by Research in Computer Science [x]
provided by the end-user with objects | = Postgraduate Certificate in Innovation & Entrepreneurship
Level 2 Mapping . . o ' _ _ . =Y TrlnltyCollegeDublm
' ' and locations and convert them into Trinity College Dublin, The University of Dublin :
Where are the objects around me? navigation commands within constraints (Currently)
o of the robot’'s capabilities = Postgraduate Diploma in Vision and Robotics (VIBOT) @;ﬁ%¥
Level 1: Localization: Heriot-Watt University, UK D onivensiry

= Robots hold promise in enhancing the | « Bscin Computer and Automation Engineering
quality of life for older adults and

caregivers by assisting with ADL, |IADL,
and medical needs

Where am 17

Damascus University, Syria

= Completion of research estimated Summer 2024

Prompt Elements for Robotics

» Disseminating outputs of the work until the end of the
. =N fellowship/ exploring new opportunities
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Fig 2. Elements of Prompt Engineering for Robotics
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